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ABSTRACT

Unsupervised, automatic image segmentation without
contextual knowledge, or user intervention is a challenging
problem. The key to robust segmentation is an appropriate
selection of local features and metrics. However, a single
aggregation of the local features using a greedy merging
order often results in incorrect segmentation. This paper
presents an unsupervised approach, which uses the consen-
sus inferred from hierarchical segmentation ensembles, for
partitioning images into foreground and background regions.
By exploring an expanded set of possible aggregations of
the local features, the proposed method generates meaning-
ful segmentations that are not often revealed when only the
optimal hierarchy is considered. A graph cuts-based ap-
proach is employed to combine the consensus along with a
foreground-background model estimate, obtained using the
ensemble, for effective segmentation. Experiments with a
standard dataset show promising results when compared to
several existing methods including the state-of-the-art weak
supervised techniques that use co-segmentation.

Index Terms— Unsupervised segmentation, multiple hi-
erarchies, consensus clustering, graph cuts, superpixels.

1. INTRODUCTION

Segmenting images into foreground and background regions
is a long-standing and difficult problem in computer vision.
Since foreground regions in natural images often contain ob-
jects and well-defined structures, it is natural to employ su-
pervised methods for segmentation [1, 2, 3]. However, this
requires a large collection of training images with manual seg-
mentations, and it might be expensive and difficult to obtain
enough samples. As a result, semi-supervised methods, that
require some level of user intervention, have gained popular-
ity [4, 5]. Though this relaxes the requirement of a large train-
ing set, user intervention is required for every image and this
dependency makes such methods ineffective in several cases.
Recent approaches [6, 7, 8, 9] build a weak supervised set for
each image, by selecting visually similar images from an ex-
ternal database, and perform co-segmentation of all images
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Fig. 1. An overview of the proposed algorithm for unsuper-
vised segmentation.

together. The effectiveness of these methods depends on the
intra-class heterogeneity of the weak supervised set.

In this paper, we focus on the problem of unsupervised,
single image segmentation. Though unsupervised segmenta-
tion approaches are attractive, they depend strongly on the
local features in an image, and often cannot accurately iden-
tify larger coherent regions. Furthermore, the need for an ap-
propriate choice of feature/metric and parameters makes the
design of automatic segmentation methods very challenging.
An important class of unsupervised segmentation methods
employs graph partitioning to identify foreground and back-
ground regions in an image. In [10], the authors developed
the multiscale normalized cut algorithm that incorporates a
multiscale graph structure to regularize the graph partition-
ing problem to improve single image segmentation. Further-
more, this approach was extended to the case of hierarchi-
cal segmentation in [8], where parent-child relationships be-
tween segments from different levels of the hierarchy were
used for regularization. Since no effective methods exist for
choosing optimal parameters in unsupervised segmentation,
there is also a growing interest to combine several segmenta-
tions obtained using different parameter settings or different
segmentation algorithms into a final consensus segmentation
[11, 12, 13]. The use of ensemble methods in unsupervised
learning has enabled robust estimation of the number of clus-
ters and the underlying partitioning [14].

In the proposed work, we investigate the use of hierarchi-
cal segmentation ensembles, which randomizes the order of
merging regions while building a hierarchy. Based on a con-
sensus inferred from the multiple hierarchies, we propose to
perform image segmentation using a graph cuts approach. We



evaluate the performance of the proposed algorithm using the
MSRC objects dataset [15], and show that our method pro-
vides promising results, in comparison to existing algorithms.

2. AN OVERVIEW OF THE PROPOSED APPROACH

Figure 1 illustrates an overview of our approach for automatic
partitioning of foreground and background regions. As it is
common with several state-of-the-art methods, our algorithm
begins with a set of superpixels [16] (perceptually meaning-
ful atomic regions, well-aligned with edges) extracted from
an input image, and builds an ensemble of hierarchical seg-
mentations. The multiple hierarchies explore a number of
possible aggregations by randomly shuffling the set of can-
didate region pairs that can be merged, within a threshold.
The hierarchical ensemble is then aggregated by construct-
ing a weighted consensus matrix. Finally, a graph cuts-based
procedure, that exploits both the consensus information and a
foreground-background model estimated using the top-level
segments, is adopted to partition the image.

The novelty of our algorithm lies in applying multiple hi-
erarchies to the consensus voting. The multiple hierarchies
overcome the issue of allowing only a single aggregation at
each level. Contrary to existing consensus clustering schemes
that combine segmentations obtained using different param-
eter settings or algorithms, we focus on order dependency,
which is a critical issue in hierarchical segmentation algo-
rithms. Some candidate region pairs might end up being un-
merged, due to the arbitrary order in which we merge the local
regions. Using multiple hierarchies resolves this issue by ran-
domizing the merging order to explore as many aggregations
as possible. Our method also takes into account the hierarchi-
cal relationships between regions during consensus inference.

Furthermore, similar to the successful semi-supervised
approaches, our method also incorporates a foreground-
background model estimate into the graph cuts formulation.
Though the model estimation can be performed using the
superpixels directly, we show that the ensemble results give
a better understanding of the underlying contextual structure,
resulting in a more robust segmentation.

3. HIERARCHICAL SEGMENTATION ENSEMBLE

The first step in the proposed algorithm generates an en-
semble of hierarchical segmentations from an initial set of
superpixels. We denote the superpixel set by V0 = {xi}N0−1

i=0

where N0 is the total number of superpixels. The set of re-
gions in any level of a hierarchy is accompanied by a Region
Adjacency Graph (RAG) describing the spatial adjacency
among the regions. We denote the undirected RAG for the
set of superpixels by G0 = (V0, E0) where E0 is the set of
edges for the nodes in V0. Each hierarchical segmentation in-
crementally constructs RAGs while merging regions from the
previous level (initially superpixels). The resulting hierarchy

can be represented as a collection of RAGs, {G`}L−1`=0 , where
L is the number of hierarchy levels, and G` = (V`, E`), for
` = 0 · · ·L− 1. Denoting the number of regions in level ` by
N`, the region r`i ∈ V` corresponds to ith region at that level,
and e`i,j ∈ E` is an adjacency edge connecting ri and rj , with
the corresponding edge weight (similarity) w`

i,j .
In each level of a hierarchy, the edge weights between

regions are computed based on three different terms as

w`
i,j =

3∏
n=1

Wn(i, j, `). (1)

The first term measures the similarity between the color his-
tograms of two regions as

W1(i, j, `) = min
xn∈r`i ,xm∈r`j

exp
(
− σ1χ2(H(xn), H(xm))

)
,

where H(xn) is the 3-channel LAB color histogram (64 bins
for each channel) of superpixel xn and χ2 measures the chi-
square distance between two histograms. The second term for
obtaining the ratio of edge pixels is defined as

W2(i, j, `) = exp

(
−σ2

G(i, j, `)

B(i, j, `)

)
,

where G(i, j, `) measures the number of border pixels on or
near an Canny edge, and B(i, j, `) is the total number of pix-
els in the border shared between r`i and r`j . The third term is
obtained by normalizing the number of border pixels shared
between two regions by the total number of border pixels as

W3(i, j, l) = exp

(
−σ3

(
1−max

(
B(i, j, l)

Bt(i, l)
,
B(i, j, l)

Bt(j, l)

)))
,

where Bt(i, l) returns the total number of border pixels for
the region r`i . Here, σ1, σ2, and σ3 are parameters of the
Gaussian radial basis functions.

Two spatially adjacent regions r`i and r`j in a level are con-
sidered homogenous, and consequently e`i,j becomes a candi-
date edge if w`

i,j ≥ δ where δ is a predefined threshold. The
set EC

` contains the candidate edges at level ` sorted in the
descending order based on their edge weights. Two homoge-
nous regions, r`i and r`j , are merged if e`i,j ∈ EC

` , and either
of them has not been merged previously.

In our setup, we propose to explore all potential aggre-
gations by randomizing the merging order of the candidate
edges to find an optimal segmentation. Extending our nota-
tion, we define the collection of RAGs for the multiple seg-
mentations as {{Gm

` }
L−1
`=0 }

M−1
m=0 , where M is the number of

segmentations in the ensemble. We denote the number of lev-
els in the hierarchical segmentationm byLm. In all cases, the
merge process to build a hierarchy continues until there is no
homogenous region pair to be merged or a stopping criterion
on the number of levels is met.
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Fig. 2. Segmentation results obtained with different formula-
tions for graph cuts. (a) N-cut [17] using the consensus to de-
fine only the smoothness term, (b) Combining the consensus
information with a foreground-background model estimated
from the superpixels directly, (c) Proposed method uses the
ensemble to estimate the model, in addition to the consensus.

4. SEGMENTATION USING GRAPH CUTS

Each hierarchy in the ensemble provides a meaningful par-
titioning of the image, and we propose to build a consen-
sus, using the ensemble, which represents the probabilities
of merging any superpixel pair. We adopt a strategy similar
to graph cuts, where the consensus information is combined
with an estimate of the foreground-background model, to de-
termine the optimal partitioning. Though this algorithm can
be easily generalized to work for any number of segments, for
simplicity, we consider the case of K = 2, i.e., separating a
foreground from its background.

4.1. Consensus Inference

We perform consensus inference from an ensemble of M hi-
erarchical segmentations of the same image. Unlike conven-
tional consensus clustering, we need to take into account the
hierarchical relationships. We first initialize the consensus
matrix C ∈ RN×N to zeros. The coherence between the su-
perpixels xi and xj can be estimated from the ensemble as

cij =
1

M

M−1∑
m=0

Lm−1∑
`=0

Γ(Gm
` , i, j)

Lm
, (2)

where

Γ(Gm
l , i, j) =

{
1, if ∃r ∈ Gm

` , xi ⊆ r ∧ xj ⊆ r,
0, otherwise.

(3)

We propose to use the consensus matrix to impose the
smoothness penalty in the graph cuts formulation.

4.2. Foreground-Background Segregation

This section describes an algorithm to perform foreground-
background segmentation, given the hierarchical segmenta-
tion ensemble and the consensus matrix. Typically, graph

Fig. 3. Segmentation results of the proposed algorithm for an
example set of images from the MSRC dataset.

cuts-based algorithms are semi-supervised, where user inter-
vention (drawing a bounding box or selecting regions of in-
terest) is required to estimate models for background and the
foreground. We reformulate this approach by incorporating
information from the ensemble of segmentation hierarchies.
Following [4], we define an Markov Random Field (MRF)
based cost function for graph cuts as

F (A) =
∑

xi∈V0

Fd(αi) + λ
∑

xi,xj∈V0

Fs(αi, αj), (4)

where A = [α0, · · · , αN0−1]T is a vector of binary labels
(foreground and background) and αi denotes the label for su-
perpixel xi ∈ V0. Note that each node in the graph is a super-
pixel and the corresponding edge weights are defined using
the consensus matrix C. The data cost, Fd, defines the penalty
to assign a label to each superpixel, and Fs is the smooth-
ness cost that penalizes a pair of labels assigned to connected
superpixels. When only the smoothness cost is considered
in (4), it is equivalent to performing normalized cut with the
consensus matrix. Figure 2(a) shows an example partitioning,
that uses only the consensus information, and we can clearly
see that the segmentation is suboptimal.

Though the superpixels can be directly used to estimate
the statistics of foreground and background regions in the im-



Table 1. Performance on the MSRC dataset (Jaccard Coeffi-
cient), compared to other state-of-the-art approaches.

MNCut
[10]

HNCut
[8]

CoSand
[7]

HCoSeg
[8]

Ours

Bike 40.8 39.5 42.3 42.1 43.9
Bird 28.1 29.5 31.7 32.8 56.7
Car 43.5 49.5 56.2 54.4 55.6
Cat 37.6 40.3 41.7 44.6 48.3

Chair 33.2 41 39.9 42.9 52.8
Cow 38.9 50.8 40.1 52.3 67.2
Dog 32.2 38.9 41.9 42.1 54.1
Face 33.9 35.5 36.7 37.6 51.0

Flower 45.1 53.7 53.8 58.9 68.6
Plane 27.3 29.5 35.1 32.7 30.2
Sheep 41.7 59.1 43.8 62.1 75.6
Sign 58.8 60.1 51.7 53.3 67.9
Tree 47.3 58.5 58.9 61.2 59.8

age, when completely unsupervised, the model estimation is
not robust (Figure 2(b)). Since, contextual knowledge of the
foreground regions is needed to define a robust data cost, we
propose to use the regions from the top level of all hierarchies
in the ensemble. We consider both the color histogram (64
bins for each channel) of the region, and the normalized dis-
tance between the region center and the center of the image
(for reference) to understand the foreground/background sep-
aration. Following this, we categorize the regions into K = 2
groups using unsupervised clustering, where one cluster de-
scribes the foreground and the other the background. The
location information helps to achieve spatial coherence. Al-
though one can employ sophisticated modeling techniques,
we use the simple K-means clustering method. Given the two
cluster centroidsH0 andH1, the data cost Fd(αi) is measured
as exp

(
− γχ2(H(xi), H0)

)
, and exp

(
− γχ2(H(xi), H1)

)
for the foreground and background labels respectively. The
improvement in segmentation achieved by using the ensem-
ble to build the data cost is evidenced in Figure 2(c).

5. RESULTS AND DISCUSSION

We performed experiments on the MSRC dataset [15], con-
taining 20 classes of images with ground truth segmentations.
We extracted SLIC Superpixels [16] from every image to ini-
tialize our segmentation algorithm. To avoid crossing over
strong region boundaries, over segmentation was performed
(N0 ≈ 200, compactness = 10). In all cases, the penalty λ
in (4) was fixed at 0.5. For quantitative evaluation, we se-
lected 13 classes out of the dataset, and measured the seg-
mentation accuracy with respect to the ground truth labels.
The Jaccard coefficient between two regions, computed as
(RA ∩RB)/(RA ∪RB), measures the ratio of overlap.

Table 1 summarizes the average overlap scores obtained
for each class, with two unsupervised segmentation methods
[10, 8] and two weak supervised co-segmentation methods

Fig. 4. Segmentation accuracy measured against the number
of hierarchies, M , for an example image. In each case, we re-
peated the algorithm for 100 trials and report the performance
at different percentiles to understand the worst-case behavior.

[7, 8]. We fixed M = 50, L = [10..20]. The results in Ta-
ble 1 demonstrate the superior performance of our method in
most cases, even when compared to co-segmentation meth-
ods. With several images containing relatively complex tex-
tures and content, our method successfully extracted the fore-
ground regions, as illustrated in Fig. 3.

The choice of the number of hierarchies in the ensem-
ble, M , determines the computational complexity of the al-
gorithm. We used an example image from the MSRC dataset
to demonstrate the dependency of the segmentation accuracy
on M (Fig. 4). We consider the cases M = {1, 50, 500}
and since the proposed approach is randomized, we repeat
the algorithm for 100 trials. Though it is common to look at
the average behavior, we believe it is crucial to understand
the worst-case behavior for the different parameter settings.
We observe that, as M increases, the worst-case behavior im-
proves significantly. We compute the segmentation accuracies
at different percentiles, i.e. performance at the rth percentile
implies that it is better than proportion r of the trials. At the
90th percentile, the algorithm provides high quality segmen-
tation in all cases, whereas the median (50th percentile) per-
formance for M = 1 drops significantly when compared to
the other cases. In particular, the worst case segmentation ob-
tained with M = 500 is as good as the median performance
with M = 1. Performance of the segmentation with M = 50
matches that of M = 500 except at very low quantiles.

In summary, building an ensemble of hierarchical seg-
mentations, by ignoring the order-dependency of the merging,
enables us to perform meaningful partitioning of images. The
consensus inference holds the key to the performance of the
approach and more sophisticated strategies can be developed.
The initial results are very promising, and our approach per-
forms better than methods that perform co-segmentation of
visually relevant images from a large database.
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